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#### Abstract

In a recent work the resonance widths in a microwave billiard with attached waveguide were studied in dependence on the coupling strength [E. Persson et al., Phys. Rev. Lett. 85, 2478 (2000)], and resonance trapping was experimentally found. In the present paper an effective Hamiltonian is derived that depends exclusively on billiard and waveguide geometry. Its eigenvalues give the poles of the scattering matrix provided that the system and environment are defined adequately. Further, we present the results of resonance trapping measurements where, in addition to our previous work, the position of the slit aperture within the waveguide was varied. Numerical simulations with the derived Hamiltonian qualitatively reproduce the experimental data.
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## I. INTRODUCTION

In every measurement of the spectroscopic properties of a quantum mechanical system, the system must be coupled to an environment, unavoidably disturbing its properties. This is true even without performing a direct measurement, since most systems such as atomic nuclei are embedded in a continuum of decay channels due to which the states of the system have a finite lifetime. As a consequence, the measurement always yields a combination of the system properties and those of the environment.

An efficient tool to tackle this problem is provided by scattering theory (see [1]). The scattering matrix can be described by (see, e.g., Ref. [2], Chap. 6)

$$
\begin{equation*}
S=1-2 \imath V^{\dagger} \frac{1}{E-H_{\mathrm{eff}}} V, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{eff}}=H-\imath V V^{\dagger} \tag{2}
\end{equation*}
$$

$H$ is the Hamiltonian of the system with discrete eigenvalues $e_{\alpha} . V$ is the coupling matrix between the discrete states of the system and the channel wave functions of the environment.

Scattering theory was originally introduced in nuclear physics (see Ref. [3]). In recent years it has been applied to numerous other systems like quantum dots (e.g., [1]) and microwave cavities [4]. For spectra with high level density, statistical methods yield results such as the distributions of poles in the complex plane [5,6], the statistics of resonance poles, and delay times [7]. But for low level densities deviations have been observed and discussed [8-14]. These results suggest quantum mechanical interference effects between the quantum states. They are displayed, e.g., in the transport through quantum dots and microwave cavities, when the leads support only one or few propagating modes
[15-18]. The interferences show clearly that at low level density the individual properties of the resonance states play an important role.

For isolated resonances the widths of the states are much smaller than the distances between them. Therefore the coupling matrix elements $V_{\alpha l}$ are well approximated by the overlap integrals between the wave functions $\psi_{\alpha}$ of the discrete states and the channel wave functions in the leads. The energies $E_{\alpha}$ are given by the eigenvalues $e_{\alpha}$ of the real part of $H_{\text {eff }}$, and the widths $\Gamma_{\alpha}$ are $\approx 2 \Sigma_{l}\left(V_{\alpha l}\right)^{2}$ [19]. This approximation is justified as long as the poles of the $S$ matrix are close to the real axis [3]. These poles appear as isolated resonances of Breit-Wigner shape in the reaction cross section. This approach, which is the basis of random matrix theory, can be used also at low level density far from thresholds.

The situation changes considerably, however, when, as in many physical situations, the resonances overlap [8,19,20]. In such a case, the widths exceed the energetical distance between the resonances, thus causing a mixing of the resonance states via the continuum. Solving the eigenvalue equation

$$
\begin{equation*}
H_{\mathrm{eff}} \widetilde{\phi}_{\alpha}=\tilde{\boldsymbol{\epsilon}}_{\alpha} \widetilde{\phi}_{\alpha} \tag{3}
\end{equation*}
$$

the pole representation of the scattering matrix reads $[8,19]$

$$
\begin{equation*}
S_{l l^{\prime}}=S_{l l^{\prime}}^{\mathrm{dir}}-2 \imath \sum_{\alpha} \frac{\widetilde{V}_{\alpha l} \widetilde{V}_{\alpha l^{\prime}}}{E-\tilde{\epsilon}_{\alpha}}, \quad \tilde{\epsilon}_{\alpha}=\widetilde{E}_{\alpha}-\frac{l}{2} \widetilde{\Gamma}_{\alpha} \tag{4}
\end{equation*}
$$

where $S_{l l^{\prime}}^{\mathrm{dir}}$ describes the smooth part of the scattering matrix, and $\widetilde{V}_{\alpha l}$ are the elements of the coupling matrix $\widetilde{V}$ between the resonance states and the channel wave functions. A similar representation of the $S$ matrix was considered in Ref. [21]. In general the $V_{\alpha l}$ depend on the energy of the system and the $\widetilde{\phi}_{\alpha}$ are complex. Thus, the $\tilde{\epsilon}_{\alpha}$ and $\widetilde{V}_{\alpha l}$ are energy dependent and complex as well. The eigenvalues of the effective Hamiltonian $H_{\text {eff }}$ yield the poles of the $S$ matrix lying at the solutions $E_{\alpha}=\left.\widetilde{E}_{\alpha}\right|_{E=E_{\alpha}}, \Gamma_{\alpha}=\left.\widetilde{\Gamma}_{\alpha}\right|_{E=E_{\alpha}}$ of the fixed-
point equations, when the system and environment are defined adequately. The $\widetilde{V}_{\alpha l}$ have to be calculated by means of the eigenfunctions $\widetilde{\phi}_{\alpha}$ of $H_{\text {eff }}$ as discussed above; see Eq. (4). Indeed, the $\widetilde{V}_{\alpha l}$ are complex and energy dependent in a nontrivial manner, as shown numerically for nuclei [22].

Dramatic changes were found in the wave functions of states with increasing resonance overlapping in a numerical study for the two-channel case in nuclear reactions [23]. As a result, two states of the system align with the channels and become short lived while the remaining ones decouple more or less strongly from the continuum of decay channels. This decoupling from the continuum is called resonance trapping [8]. Similar results have been found in calculations for molecules [24-26] and atoms [27-29]. In microwave cavities resonance trapping has been studied theoretically as a function of the opening of the cavity to an attached waveguide in the time delay function and in the mixing and biorthogonality of the eigenfunctions of the effective Hamiltonian and in its eigenvalues [30-32].

In many theoretical studies, the coupling matrix $V V^{\dagger}$ is assumed to be real and energy independent and the eigenvalues of the model Hamiltonian $H_{\mathrm{eff}}^{\mathrm{mod}}=H-\imath \beta V V^{\dagger}$ are studied as a function of increasing $\beta$. In such a case, the number of short-lived states is exactly equal to the number of open decay channels and the widths of the trapped states approach zero for large $\beta$ values; see, e.g., [5,21,24]. In realistic systems, however, the parameter $\beta$ cannot increase without limit [8,33-36]. Furthermore, the number of short-lived states may be much larger than the number of open channels, as has been shown in calculations for quantum billiards of Bunimovich type with different positions of the leads attached to the billiard [17].

Since there is much confusion in the literature about the concept of resonance trapping, let us first define in what way the term is used in this paper: Resonance trapping is a phenomenon appearing in open quantum systems. It is caused by the interaction of overlapping resonance states via the continuum of scattering states by which some of the states align with the channels by trapping other states. Therefore the total coupling strength is given by

$$
\begin{equation*}
\Gamma_{t}=\sum_{\alpha=1}^{N} \tilde{\Gamma}_{\alpha} \approx \sum_{\alpha=1}^{M} \tilde{\Gamma}_{\alpha}, \quad \text { i.e., } \quad \sum_{\alpha=M+1}^{N} \widetilde{\Gamma}_{\alpha} \approx 0 \tag{5}
\end{equation*}
$$

where $N$ is the number of states considered, and $M$ is the number of short-lived states. Due to the reordering processes taking place in the system, the widths of the states are $\Gamma_{\alpha}$ $=\left.\widetilde{\Gamma}_{\alpha}\right|_{E=E_{\alpha}}$. Resonance trapping occurs at fixed total coupling strength between the system and environment as a function of some parameter and can be observed if the total coupling strength is varied.

Hitherto there is only one experimental realization that has shown resonance trapping. It was found in a microwave billiard with attached waveguide, where the coupling strength could be controlled by means of a variable slit [37].

It is the purpose of this paper to show that the situation met in this experiment is indeed properly described by an effective Hamiltonian of type (2). In Sec. II we derive the


FIG. 1. Sketch of the billiard with attached waveguide and slit within the waveguide ( $a=285 \mathrm{~mm}, b=200 \mathrm{~mm}, r=70 \mathrm{~mm}, L_{0}$ $=204 \mathrm{~mm}, D=23.2 \mathrm{~mm}, L=5.5 \mathrm{~mm}, 16 \mathrm{~mm}$, and 26 mm ).
effective Hamiltonian for the billiard with an attached waveguide and in Sec. III A the slit is included into the scattering theory. Numerical simulations and experimental results are presented in Secs. III B and III C. The results are summarized in the last section.

## II. WAVEGUIDE WITHOUT SLIT

Let us consider the situation of a billiard coupled by a waveguide to an environment. There are two limiting cases for the propagation of the channel modes inside the cavity.
(i) Waveguide and billiard have the same width. In this case the wave can propagate freely into the billiard. There are only small corrections from the evanescent modes in the threshold region [38].
(ii) The width of the waveguide is much smaller than the width of the cavity. In this case the wave can propagate only at the energies of the resonance states. Now the widths $\Gamma_{\alpha}$ of the states $\alpha$ are small and the $S$ matrix poles are well described by Eq. (1).

In this paper we investigate the case where the lead extension is much smaller than the billiard width and a slit is introduced into the lead that can be closed.

Figure 1 shows the setup used in the experiment. We start with the case that there is no slit within the waveguide. One can show that the scattering matrix $S$ of the billiard is given by (see Appendix A)

$$
\begin{equation*}
S=1-2 \iota W^{\dagger} \frac{1}{E-H_{\mathrm{eff}}} W K \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{eff}}=H-{ }_{\imath} W K W^{\dagger} \tag{7}
\end{equation*}
$$

$W$ is the coupling matrix between the billiard and waveguide eigenfunctions [see Eq. (A16)] and $K$ is a diagonal matrix with the wave numbers $k_{n}=\sqrt{k^{2}-(n \pi / D)^{2}}$ for the waveguide modes on the diagonal, where $D$ is the width of the waveguide. In the experiment only the lowest mode is propagating, and all others are evanescent, i.e., $k_{n}=l \lambda_{n}$ for $n \geqslant 2$ [Eq. (A12)]. We thus have a mapping of the billiard with attached waveguide to a scattering problem with an effective Hamiltonian. In the basis of billiard eigenfunctions the matrix elements of $H_{\text {eff }}$ read

$$
\begin{equation*}
\left(H_{\mathrm{eff}}\right)_{\alpha \beta}=E_{\alpha} \delta_{\alpha \beta}-\imath k_{1} W_{\alpha 1} W_{\beta 1}+\sum_{n=2}^{\infty} \lambda_{n} W_{\alpha n} W_{\beta n} \tag{8}
\end{equation*}
$$

The last term, $\Sigma_{n=2}^{\infty} \lambda_{n} W_{\alpha n} W_{\beta n}$, describes the influence of evanescent modes. It is nonvanishing only close to a threshold, as was shown in Refs. $[38,39]$ where a very similar approach was applied.

It remains to rewrite Eq. (6) as a sum of pole terms according to the original definition of the $S$ matrix, Eq. (4), by which the physical meaning of the $S$ matrix poles is expressed. In order to stress the differences from the Hamiltonian approach to scattering used in the literature (e.g., Ref. [33]), we call this representation pole representation of the $S$ matrix.

The diagonal coupling matrix element $l k_{1} W_{\alpha 1} W_{\alpha 1}$ of $H_{\text {eff }}$ induces an uncertainty in the energy of the state $\alpha$ due to which it becomes a resonance state with a certain width. As long as the resonance states are isolated, the resonances are of Breit-Wigner type with maximum at $E_{\alpha}$ and width $\Gamma_{\alpha}$ $=2 k_{1} W_{\alpha 1} W_{\alpha 1}$. In this regime, the Hamiltonian $H_{\text {eff }}$ is almost diagonal and the pole representation of the $S$ matrix (6) can be well approximated by

$$
\begin{equation*}
S=1-2 \imath \sum_{\alpha} \frac{k_{1} W_{\alpha 1} W_{\alpha 1}}{E-E_{\alpha}+(\imath / 2) \Gamma_{\alpha}} \tag{9}
\end{equation*}
$$

Numerically it has been shown that Eq. (9) is valid as long as the poles are in the near neighborhood of the real axis [33,40].

As soon as the resonance states are overlapping, a redistribution in the spectroscopic properties of the system takes place due to the nondiagonal terms $\imath k_{1} W_{\alpha 1} W_{\beta 1}$ of $H_{\text {eff }}$. The Hamiltonian $H_{\text {eff }}$ has to be diagonalized,

$$
\begin{equation*}
H_{\mathrm{eff}} \widetilde{\phi}_{\alpha}=\left[\widetilde{E}_{\alpha}-(\imath / 2) \widetilde{\Gamma}_{\alpha}\right] \widetilde{\phi}_{\alpha} . \tag{10}
\end{equation*}
$$

The pole representation of the $S$ matrix now reads

$$
\begin{equation*}
S=1-2 \iota \sum_{\alpha} \frac{k_{1} \widetilde{W}_{\alpha 1} \widetilde{W}_{\alpha 1}}{E-\widetilde{E}_{\alpha}+(\iota / 2) \widetilde{\Gamma}_{\alpha}} \tag{11}
\end{equation*}
$$

where $\widetilde{W}_{\alpha 1}=\left\langle W_{1} \mid \widetilde{\phi}_{\alpha}\right\rangle$, and $W_{1}$ is the first column of $W$. $\widetilde{W}_{\alpha 1}, \widetilde{E}_{\alpha}$, and $\widetilde{\Gamma}_{\alpha}$ depend on the energy of the system and $\widetilde{W}_{\alpha 1}$ are complex. The poles of the $S$ matrix are obtained from the solutions of the fixed-point equations

$$
\begin{equation*}
E_{\alpha}=\left.\widetilde{E}_{\alpha}\right|_{E=E_{\alpha}} \quad \text { and } \quad \Gamma_{\alpha}=\left.\widetilde{\Gamma}_{\alpha}\right|_{E=E_{\alpha}} . \tag{12}
\end{equation*}
$$

They determine the energies $E_{\alpha}$ and widths $\Gamma_{\alpha}$ of the resonance states. The eigenfunctions $\widetilde{\phi}_{\alpha}$ of $H_{\text {eff }}$ are biorthogonal. The resonances are no longer of Breit-Wigner type because of the energy dependencies of $\widetilde{W}_{\alpha 1}$ and $\widetilde{\Gamma}_{\alpha}$ (see $[8,20]$ ).

Therefore the reflection probabilities at the energies $\widetilde{E}_{\alpha}$ of the resonance states are determined by the complex energydependent values $\widetilde{W}_{\alpha 1}$ and not by the real energyindependent coupling matrix elements $W_{\alpha 1}$. The energy dependence of $\widetilde{W}_{\alpha 1}$ ensures the unitarity of the $S$ matrix (11). The total coupling strength


FIG. 2. The trajectories of the eigenvalues $\widetilde{E}_{\alpha}(k)-(t / 2) \widetilde{\Gamma}_{\alpha}(k)$ of the effective Hamiltonian for different states $\alpha$ obtained by varying the energy. The open circles denote the solutions of the fixedpoint equations. The geometry is that of Fig. 1 with $d=D$ $=91.6 \mathrm{~mm}$.

$$
\begin{equation*}
\Gamma_{t}=k_{1} \sum_{\alpha} \widetilde{W}_{\alpha 1} \widetilde{W}_{\alpha 1}=k_{1} \sum_{\alpha} W_{\alpha 1} W_{\alpha 1} \tag{13}
\end{equation*}
$$

describes the coupling of the cavity to channel 1 at the energy $E$.

In Fig. 2, we show the trajectories of the eigenvalues of the Hamiltonian for a simulation with $D=91.6 \mathrm{~mm}$ (at maximum opening $d=D$ ). The solutions of the fixed-point equations (12) are marked on the eigenvalue trajectories. As $E$ increases, first all $\widetilde{\Gamma}_{\alpha}(k)$ increase, while at larger $E$ most $\widetilde{\Gamma}_{\alpha}(k)$ decrease with increasing $E$ and only the $\widetilde{\Gamma}_{\alpha}(k)$ of one of the resonance states increases further with $E$. The results show resonance trapping when the energy $E$ of the system is parametrically varied. Moreover, they show clearly that the resonances are not of Breit-Wigner shape [corresponding to $\widetilde{E}_{\alpha}(k) \approx$ const, $\widetilde{\Gamma}_{\alpha}(k) \approx$ const]. In many cases, the energy dependence is quite strong. It is caused by the unitarity of the $S$ matrix leading to a narrowing of most resonances at full opening of the cavity.

## III. WAVEGUIDE WITH SLIT

## A. Theory

In Eq. (6) the billiard scattering matrix was expressed in terms of an effective Hamiltonian for the case that the waveguide is coupled directly to the billiard. Now we proceed to the situation met in the experiment that a slit aperture with variable opening is placed within the waveguide (see Fig. 1).

The scattering matrix $S$ is now given by

$$
\begin{align*}
S^{\prime}= & \hat{g}+g e^{\imath K L} \frac{1+A}{2} e^{\imath K L} g-2 \imath g e^{\imath K L} \frac{1+A}{2} G K(1 \\
& +\imath A G K)^{-1} \frac{1+A}{2} e^{\imath K L} g, \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
A=1+\left(e^{-\imath K L}-\hat{g} e^{\imath K L}\right)^{-1} 2 \hat{g} e^{\imath K L} \tag{15}
\end{equation*}
$$

(see Appendix B). The matrices $g$ and $\hat{g}=1-g$ depend on the opening of the slit [see Eq. (B8)]; with increasing slit width $g$ increases from 0 to 1 .

Proceeding in the same way as before, we end up with

$$
\begin{align*}
S^{\prime}= & \hat{g}+g e^{\imath K L} \frac{1+A}{2} e^{\imath K L} g \\
& -2 \imath g e^{\imath K L} \frac{1+A}{2} W^{\dagger} \frac{1}{E-H_{\mathrm{eff}}} W K \frac{1+A}{2} e^{\imath K L} g \tag{16}
\end{align*}
$$

where the effective Hamiltonian now is given by

$$
\begin{equation*}
H_{\mathrm{eff}}=H-\imath W K A W^{\dagger} . \tag{17}
\end{equation*}
$$

In expression (17), the properties of the billiard and the slit enter at different places. The eigenvalues and eigenfunctions of the billiard have therefore to be calculated only once. To study the eigenvalues of $H_{\text {eff }}$ in dependence on the width and position of the slit, only $A$ has to be recalculated. The coupling vector between the system and lead with the slit at the position $L$ is, according to Eq. (17), $V^{\mathrm{sl}}=\sqrt{K A} W$, while it is $V=\sqrt{K} W$ in the case without a slit [see Eq. (7)].

The position of the slit inside the lead introduces some arbitrariness in the separation of the complete function space into the subspace of the functions of the billiard and the supplementary subspace of the functions of the environment. The part of the lead between the slit and the billiard may belong to both subspaces: in the case of full opening it is part of the channel while it is part of the cavity if the slit is closed. In order to keep the physical meaning of the eigenvalues of $H_{\text {eff }}$ and to relate them to the poles of the $S$ matrix, we have to consider the value $A$ in detail, to define the system and environment uniquely. Since only the first mode is propagating, only the behavior of the component $A_{11}$ is of relevance in the present context.

According to Eq. (15), $A_{11}$ has poles at the complex values $k_{n}=k_{n}^{r}+k_{i}^{r}=m \pi / L+i \ln \left(\hat{g}_{11}\right) / 2 L$ ( $m$ integer). The case $L=0$ will not be discussed here in detail because experimentally it cannot be realized and theoretically some problems with the boundary conditions appear. For $L \neq 0$, the condition $k_{n}^{r}=m \pi / L$ describes a standing wave within the waveguide with momentum $k_{n}^{r}$ appearing as an additional pole of the $S$ matrix. It may be looked upon as an additional state of $H_{\text {eff }}$ mixing with the other resonance states. The imaginary part of the momentum may be related to the width of the state. For $g \rightarrow 0$, corresponding to closing the slit, the imaginary part $k_{1}^{i}$ vanishes and the state becomes discrete.

When the slit opens totally, i.e., $g \rightarrow 1$, from Eq. (15) it follows that $A \rightarrow 1$, and the imaginary part of $k_{1}$ diverges. The extra peak in $A_{11}$, arising from the resonance state localized in the waveguide between the billiard and the slit at $g=0$, thus disappears and the state is immersed in the subspace of channel wave functions representing the environment of the system. Thus, not only the subspace by which the system is defined (the first term $H$ of $H_{\text {eff }}$ ) changes in varying $g$ from 0 to 1 ; the subspace of channel wave functions into which the system is embedded at $g=1$ (open cavity) is also different from that at $g=0$ (closed cavity). When
the slit is opened, the coupling vectors $V$ are changing from $\sqrt{K A} W$, showing a resonant behavior as a function of energy, to $\sqrt{K} W$, while is smoothly dependent on energy. In other words, the relation between the direct and resonant processes changes on varying $g$. In the case of a fully open slit ( $g$ $=1, A=1$ ), the widths $\widetilde{\Gamma}_{R}^{c}$ of all the cavity states are independent of the position of the slit.

The eigenvalues of $H_{\text {eff }}$ have a physical meaning only when the total function space is divided into the two subspaces (system and environment) according to the following criteria: the system contains all resonancelike phenomena while the environment describes the smooth (direct) reaction part in the energy region considered. This division was used successfully by means of statistical methods for heavy nuclei about 50 years ago [41,42]. In light nuclei also division into the two subspaces is crucial for giving the eigenvalues of $H_{\text {eff }}$ a physical meaning. This point is discussed in detail in Ref. [8]. Due to the low level density, the resonance states keep most of their individual features, and cannot be treated by statistical methods.

The numerical data for $A$, which will be discussed below, exhibit resonancelike features of $A(E)$ by which the division of the complete function space into the two subspaces is influenced. Since $A$ is complex, the term $\operatorname{Im}\left(W K A W^{\dagger}\right)$ gives another contribution to $\operatorname{Re}\left(H_{\text {eff }}\right)$ which causes shifts of the resonances in the energy. In the following sections we present results of numerical simulations as well as of experimental studies which support the above discussion.

## B. Numerical studies

For the numerics we use a width $D=22.9 \mathrm{~mm}$ for the waveguide, which is close to the experimental value. Three different slit positions were taken at $L=5.5,16$, and 26 mm , where $L$ is the distance between cavity and slit. Only the first channel mode $n=1$ was considered, i.e., $1.88<E / \mathrm{cm}^{-2}$ $<7.52$.

In Fig. 3 we show the real part of $k_{1} A_{11}$ [see Eq. (15)] for different $g$ as a function of the energy $E$ for the three different slit positions. First we note that with increasing slit width $(g \rightarrow 1)$ the curves approach a single curve for all slit positions. For small $g$, however, the structure changes. The poles of $A_{11}$ at $E_{m}=(m \pi / L)^{2}+(\pi / D)^{2}$ cause a resonancelike dependence as a function of $E$ for $g<1$ (slit partly opened). This resonancelike behavior is an indication of the fact that the boundary between the subspaces of the discrete and scattering states changes. For full opening of the slit $(g=1), A_{11}$ approaches 1, and the standing wave (the additional pole of the $S$ matrix) vanishes and becomes part of the environment of the system consisting of the scattering wave functions. An analogous situation is discussed in detail for nuclei in Ref. [8]. As a result, the fixed-point solutions follow trajectories in energy space with increasing opening $d$ that are different for the different positions $L$ of the slit.

In the case of $L=5.5 \mathrm{~mm}$ [Fig. 3(a)], the resonancelike behavior takes place at $E \gg 7 \mathrm{~cm}^{-2}$. Therefore $A$ increases monotonically with increasing opening of the slit (corresponding to increasing $g$ ) for almost all $E$. As a consequence, the components of the coupling vectors $V^{\mathrm{sl}}=\sqrt{K A} W$ also


FIG. 3. $\operatorname{Re}\left(k_{1} A_{11}\right)$ defined by Eq. (15) for different $g$ ( $0.1,0.3,0.5,0.7,0.9$ ) as a function of the energy $E$ for $L=5.5 \mathrm{~mm}$ (a), 16 mm (b), and 26 mm (c). The width of the channel is $D$ $=22.9 \mathrm{~mm}$.
increase monotonically with increasing opening for practically all $E$. We therefore expect resonance trapping in approaching the full opening.

In the case of $L=16 \mathrm{~mm}$, the first resonancelike behavior is within the energy region of interest. At the resonance $A_{11}$ decreases strongly with increasing opening of the slit (5 $<E / \mathrm{cm}^{-2}<6.6$ ). The width of the resonance of $A(E)$ increases with increasing opening [Fig. 3(b)]. It is difficult to decide whether this behavior of $A$ will increase or reduce the probability of observing resonance trapping. Numerical studies have to be performed for the motion of the fixed-point solutions.

In the case of $L=26 \mathrm{~mm}$ [Fig. 3(c)], the first resonancelike behavior becomes narrower and the second is approaching. In between there is a broad minimum. Due to the broad minimum and the narrow maximum we expect a similar situation to that for $L=5.5 \mathrm{~mm}$, at least in the range 4 $<E / \mathrm{cm}^{-2}<6.2$.


FIG. 4. The calculated eigenvalues for $L=5.5 \mathrm{~mm}$ (a), 16 mm (b), and 26 mm (c). The open circles denote the eigenvalues at full opening $(d=D)$.

In Fig. 4, the motion of the fixed-point solutions $E_{\alpha}$ and $\Gamma_{\alpha}$ in the energy region $5.0 \mathrm{~cm}^{-2} \leqslant E_{\alpha} \leqslant 6.0 \mathrm{~cm}^{-2}$ is plotted in dependence on the slit width $d$ for the three different positions of the slit ( $L=5.5,16$, and 26 mm ). For small openings $d$, the widths of all $N$ states increase with increasing $d$ for all values of $L$. If $d$ is further increased, however, different behavior is observed for the three cases considered. At $L=5.5$ and 26 mm resonance trapping can clearly be seen in the resonances. At $L=16 \mathrm{~mm}$, on the other hand, there are only a few cases of resonance trapping. Obviously, the existence of the pole in $A$ decreases the probability for trapping. At full opening of the slit $(A=1)$, the $E_{\alpha}$ and $\Gamma_{\alpha}$ of all the resonance states are the same for all three positions $L$ of the slit.

## C. Experimental studies

A microwave reflection measurement was performed on the system shown in Fig. 1. The system can be considered as two dimensional, as long as the frequency $\nu<c / 2 h$


FIG. 5. The experimental eigenvalues, obtained by fitting the data to Lorentzians, for $L=5.5 \mathrm{~mm}$ (a), 16 mm (b), and 26 mm (c). The open circles denote the eigenvalues at full opening $(d=D)$.
$=18.75 \mathrm{GHz}$ (or $E / \mathrm{cm}^{-2}<15.4$ ), where $h=8 \mathrm{~mm}$ is the resonator height. In this case there is a one-to-one correspondence between the wave function $\psi$ and the electric field strength $\vec{E}_{z}$ (see, e.g., [2]).

In Fig. 5 experimental results for the three slit positions at $L=5.5,16$, and 26 mm are shown. The resonances have been obtained by direct fitting of the complex reflection coefficients $R(k)$ by a superposition of Lorentzians. Using the centered time-delay analysis (CTDA) described in [37] similar results are obtained.

The differences in the trapping behavior are not as pronounced as in the case of the numerics and it is hard to see them in Fig. 5. This is due to some differences between the experiment and the simulation arising from the external part of the waveguide extending beyond the slit. In the experiment a small antenna induces the microwaves, and beyond that the waveguide is closed by a reflecting wall. This leads to additional interferences between the broad resonances (whose wave functions extend into the external waveguide)

TABLE I. The resonances (analyzed with CTDA) divided into three groups "trapped" (T), "broad" (B), and "others" (O). For details see text.

| Length <br> $L(\mathrm{~mm})$ | Numerics/ <br> experiment | Number of <br> resonances | T <br> $(\%)$ | B <br> $(\%)$ | O <br> $(\%)$ | $\mathrm{T} /$ <br> $\mathrm{B}+\mathrm{O}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.5 | N | 90 | 50 | 19 | 31 | 0.98 |
|  | E | 127 | 37 | 13 | 50 | 0.58 |
| 16 | N | 86 | 23 | 24 | 53 | 0.30 |
|  | E | 107 | 26 | 8 | 66 | 0.35 |
| 26 | N | 86 | 44 | 17 | 39 | 0.79 |
|  | E | 102 | 32 | 12 | 56 | 0.47 |

and the modes in the external waveguide. In the simulations, however, the external waveguide was assumed to be infinitely long, and no interferences between broad resonances and modes in the external waveguide could occur. Additionally, the resonances acquire an extra contribution to the widths due to the wall absorption that was not taken into account in the simulations.

Due to these differences, we cannot expect a quantitative agreement between simulation and experiment. We will find, however, qualitative agreement for the influence of the length $L$ on the degree of resonance trapping.

To show the qualitative agreement we divided the experimental and the numerical resonances into three groups according to their behavior as a function of the opening of the slit (Table I). The groups are defined as follows.
(1) Trapped: resonances decreasing in width at large openings.
(2) Broad: resonances gaining width at the cost of the trapped ones at some opening $d$ of the slit. A resonance is classified as broad even if that resonance gets trapped by another resonance at larger $d$.
(3) All others.

The energy interval analyzed is $2.95 \mathrm{~cm}^{-2} \leqslant E$ $\leqslant 6.85 \mathrm{~cm}^{-2}$. The experimental resonances could only be analyzed for $0.001 \mathrm{~cm}^{-2} \leqslant \Gamma_{\alpha} / 2 \leqslant 0.1 \mathrm{~cm}^{-2}$. We restricted the analysis of the numerical ones to the same width window. (Due to the wall absorption the experimental resonances have some extra width. Hence we analyzed more resonances in the experiment than in the numerics. This can be seen from the number of analyzed resonances in Table I.)

The division into the three groups is done on the basis of a careful tracing of all eigenvalue trajectories of the resonances as a function of $d$.

Most notably, both experiment and theory agree with respect to the $L$ dependence of the trapping phenomenon: more resonances get trapped at $L=5.5$ and 26 mm than at $L$ $=16 \mathrm{~mm}$ in the experimental data as well as in the numerical ones as is evident from Table I.

Summarizing, we state the following: given the differences between the experiment and the assumptions for our theoretical study, the agreement between theory and experiment can be considered as good.

## IV. SUMMARY AND CONCLUSIONS

An effective Hamiltonian $H_{\text {eff }}$ has been derived for a billiard coupled to a waveguide with a slit, depending exclu-
sively on geometrical quantities. $H_{\text {eff }}$ has complex eigenvalues, immediately giving the poles of the $S$ matrix when the resonances do not overlap. The opening of the slit enters multiplicatively in the coupling matrix elements between billiard and waveguide. The eigenfunctions and eigenvalues of the billiard without waveguide have therefore to be calculated only once. For overlapping resonances, the two subspaces (system and environment) must be carefully defined before the energy-dependent eigenvalues of $H_{\text {eff }}$ can be related to the poles of the $S$ matrix by solving the fixed-point equations. The $S$ matrix in pole representation is therefore different for the different positions of the slit inside the lead.

The theoretical formulas predict resonance trapping to occur more strongly at certain distances $L$ between billiard and slit than at others. The numerical results show resonance trapping to depend on $L$ as predicted, and the experiments on a microwave billiard agree qualitatively with the numerics results and theoretical predictions. The phenomenon of resonance trapping thus generically entails deviations from the randomness of the system properties.
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## APPENDIX A: $S$ MATRIX OF A BILLIARD ATTACHED TO A WAVEGUIDE

If an infinitely long waveguide is coupled to a billiard (similar to the setup shown in Fig. 1), it is suitable to introduce a Green's function $G\left(r, r^{\prime}\right)$ with mixed boundary conditions. If $r$ or $r^{\prime}$ is located on the billiard wall, one has $G\left(r, r^{\prime}\right)=0$, and $\nabla_{\perp} G\left(r, r^{\prime}\right)=0$ if they are located on the opening. $\nabla_{\perp}$ is the normal derivative pointing in the direction of the waveguide. The Green's function is defined by

$$
\begin{equation*}
G\left(r, r^{\prime}, E\right)=\langle r| \frac{1}{E-H}\left|r^{\prime}\right\rangle=\sum_{\alpha} \frac{\psi_{\alpha}^{*}(r) \psi_{\alpha}\left(r^{\prime}\right)}{E-e_{\alpha}} \tag{A1}
\end{equation*}
$$

where $H$ is the Hamiltonian, with discrete eigenvalues $e_{\alpha}$ and corresponding eigenfunctions $\psi_{\alpha}(r)$. It obeys the inhomogeneous Helmholtz equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) G\left(r, r^{\prime}\right)=\delta\left(r-r^{\prime}\right) \tag{A2}
\end{equation*}
$$

The wave function describing the field distribution within both the billiard and the channel obeys the homogeneous Helmholtz equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) \psi(r)=0 \tag{A3}
\end{equation*}
$$

with the boundary condition $\psi(r)=0$ for $r$ on the wall.
Multiplying Eq. (A2) by $\psi(r)$, Eq. (A3) by $G\left(r, r^{\prime}\right)$, taking the difference of the resulting equations, integrating over $r$, and applying Green's theorem, we obtain

$$
\begin{equation*}
\psi\left(r^{\prime}\right)=-\int_{S} G\left(r, r^{\prime}\right) \nabla_{\perp} \psi(r) d r \tag{A4}
\end{equation*}
$$

where the integration is over the width of the lead. All other contributions to the surface integral disappear due to the boundary conditions. Equation (A4) holds for the case that $r^{\prime}$ is a point within the billiard. For $r^{\prime}$ on the boundary there is an additional factor $1 / 2$ on the right-hand side.

Applying a coordinate system with the positive $x$ axis pointing along the waveguide and the $y$ axis on the boundary, Eq. (A4) reads

$$
\begin{equation*}
\psi\left(0, y^{\prime}\right)=\frac{1}{2} \int_{-D / 2}^{D / 2} G\left(0, y ; 0, y^{\prime}\right) \frac{\partial \psi(0, y)}{\partial x} d y \tag{A5}
\end{equation*}
$$

where we have specialized Eq. (A4) to $x^{\prime}=0$. Equation (A5) establishes a relation between the wave function and its normal derivative over the width of the lead. In the next step we expand the wave function within the lead in terms of channel eigenfunctions

$$
\begin{equation*}
\psi(x, y)=\sum_{n=1}^{\infty} \phi_{n}(y)\left(a_{n} e^{-\imath k_{n} x}-b_{n} e^{\imath k_{n} x}\right) \tag{A6}
\end{equation*}
$$

where $a_{n}$ and $b_{n}$ are the amplitudes of the incoming and outgoing waves,

$$
\phi_{n}(y)= \begin{cases}\sqrt{\frac{2}{D} \cos \frac{n \pi}{D} y,} & n \text { even }  \tag{A7}\\ \sqrt{\frac{2}{D} \sin \frac{n \pi}{D} y,} & n \text { odd }\end{cases}
$$

and

$$
\begin{equation*}
k_{n}=\sqrt{k^{2}-\left(\frac{n \pi}{D}\right)^{2}} \tag{A8}
\end{equation*}
$$

In the situation realized in our experiments only the first mode can propagate, and all others are evanescent, i.e., $k_{n}$ $=l \lambda_{n}$, where

$$
\begin{equation*}
\lambda_{n}=\sqrt{\left(\frac{n \pi}{D}\right)^{2}-k^{2}} \quad \text { for } \quad n \geqslant 2 \tag{A9}
\end{equation*}
$$

Putting the ansatz (A6) into Eq. (A5) we have

$$
\begin{equation*}
a_{n}-b_{n}=l \sum_{m} G_{n m} k_{m}\left(a_{m}+b_{m}\right) \tag{A10}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{n m}=\frac{1}{2} \int_{-D / 2}^{D / 2} d y \int_{-D / 2}^{D / 2} d y^{\prime} \phi_{n}(y) \phi_{m}\left(y^{\prime}\right) G\left(0, y ; 0, y^{\prime}\right) \tag{A11}
\end{equation*}
$$

In matrix notation, Eq. (A10) reads

$$
\begin{equation*}
a-b={ }_{l} G K(a+b) \tag{A12}
\end{equation*}
$$

which follows

$$
\begin{equation*}
b=S a, \tag{A13}
\end{equation*}
$$

where

$$
\begin{equation*}
S=\frac{1-\imath G K}{1+\imath G K} \tag{A14}
\end{equation*}
$$

We have thus obtained the scattering matrix in terms of the billiard Green's function at the position of the lead.

Inserting expansion (A1) for the Green function into Eq. (A11) we get

$$
\begin{equation*}
G_{n m}=\sum_{\alpha} \frac{W_{\alpha n} W_{\alpha m}}{E-E_{\alpha}} \tag{A15}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{\alpha n}=\sqrt{\frac{1}{2}} \int_{-D / 2}^{D / 2} \psi_{\alpha}(0, y) \phi_{n}(y) d y \tag{A16}
\end{equation*}
$$

Note that $E_{\alpha}$ and $\psi_{\alpha}(x, y)$ are eigenvalues and eigenfunctions of the billiard with mixed boundary conditions (Neumann at the boundary to the lead, and Dirichlet elsewhere). In short-hand notation Eq. (A15) reads

$$
\begin{equation*}
G=W^{\dagger} \frac{1}{E-H} W \tag{A17}
\end{equation*}
$$

Now we expand the denominator in Eq. (A14) into a geometric series and insert expression (A17) for $G$,

$$
\begin{align*}
S & =1-2 \iota W^{\dagger} \frac{1}{E-H} W K \sum_{n=0}^{\infty}\left(-{ }_{\imath} W^{\dagger} \frac{1}{E-H} W K\right)^{n} \\
& =1-2{ }_{\imath} W^{\dagger} \frac{1}{E-H} \sum_{n=0}^{\infty}\left(-{ }_{\imath} W K W^{\dagger} \frac{1}{E-H} W\right)^{n} W K \tag{A18}
\end{align*}
$$

Summing up again the geometric series we end up with the scattering matrix of Eq. (6).

## APPENDIX B: $S$ MATRIX WHEN A SLIT IS WITHIN THE WAVEGUIDE

First we calculate the transmission and reflection properties of the slit. Let

$$
\begin{equation*}
\psi_{e}(x, y)=\sum_{n} e_{n} \phi_{n}(y) e^{\iota k_{n} x} \tag{B1}
\end{equation*}
$$

be a wave entering from the left, and

$$
\begin{equation*}
\psi_{r}(x, y)=-\sum_{n} r_{n} \phi_{n}(y) e^{-\imath k_{n} x} \tag{B2}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{t}(x, y)=\sum_{n} t_{n} \phi_{n}(y) e^{i k_{n} x} \tag{B3}
\end{equation*}
$$

its reflected and transmitted fractions, respectively. Let us introduce the abbreviations

$$
\begin{equation*}
\int_{\mathrm{I}} d y=\int_{-d / 2}^{d / 2} d y, \quad \int_{\mathrm{II}} d y=\left(\int_{-D / 2}^{-d / 2}+\int_{d / 2}^{D / 2}\right) d y \tag{B4}
\end{equation*}
$$

We then obtain for the reflection coefficients

$$
\begin{equation*}
r_{n}=\int_{\mathrm{II}} \psi_{e}(0, y) \phi_{n}(y) d y=\sum_{m} \hat{g}_{n m} e_{m} \tag{B5}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{g}_{n m}=\int_{\mathrm{II}} \phi_{n}(y) \phi_{m}(y) d y \tag{B6}
\end{equation*}
$$

Analogously we get for the transmission coefficients

$$
\begin{equation*}
t_{n}=\int_{\mathrm{I}} \psi_{e}(0, y) \phi_{n}(y) d y=\sum_{m} g_{n m} e_{m} \tag{B7}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{n m}=\int_{\mathrm{I}} \phi_{n}(y) \phi_{m}(y) d y \tag{B8}
\end{equation*}
$$

By means of Eqs. (B5) and (B7) it is guaranteed that the field is zero on the walls of the slit, and continuous at the opening. From the orthogonality of the channel eigenfunction one has

$$
\begin{equation*}
g_{n m}+\hat{g}_{n m}=\delta_{n m} \tag{B9}
\end{equation*}
$$

Now let us assume that there is another wave $\psi_{e}^{\prime}(x, y)$ entering from the right with reflected and transmitted fractions $\psi_{r}^{\prime}(x, y)$ and $\psi_{t}^{\prime}(x, y)$, respectively. The total field resulting from a superposition of all contributions is now given by

$$
\psi(x, y)= \begin{cases}\sum_{n} \phi_{n}(y)\left[\left(-r_{n}+t_{n}^{\prime}\right) e^{-\imath k_{n} x}+e_{n} e^{\imath k_{n} x}\right] & \text { (left) }  \tag{B10}\\ \sum_{n} \phi_{n}(y)\left[e_{n}^{\prime} e^{-\imath k_{n} x}+\left(t_{n}-r_{n}^{\prime}\right) e^{\imath k_{n} x}\right] & \text { (right) }\end{cases}
$$

Denoting as above the vector of amplitudes of the wave propagating to the left and to the right on the left-hand side by $a, b$, and on the right-hand side by $a^{\prime}, b^{\prime}$, and introducing corresponding vectors for reflection and transmission amplitudes, we have from Eq. (B10)

$$
\begin{align*}
a=t^{\prime}-r, & b=-e \\
a^{\prime}=e^{\prime}, & b^{\prime}=r^{\prime}-t \tag{B11}
\end{align*}
$$

Equations (B5) and (B7) and the corresponding relations for the primed quantities read in matrix notation

$$
\begin{align*}
r & =\hat{g} e, \quad t=g e, \\
r^{\prime} & =\hat{g} e^{\prime}, \quad t^{\prime}=g e^{\prime} \tag{B12}
\end{align*}
$$

Eliminating $e, e^{\prime}, r, r^{\prime}, t, t^{\prime}$ from Eqs. (B11) and (B12), we obtain

$$
\begin{equation*}
\binom{b^{\prime}}{a}=S_{\mathrm{slit}}\binom{a^{\prime}}{b}, \tag{B13}
\end{equation*}
$$

where

$$
S_{\mathrm{slit}}=\left(\begin{array}{cc}
\hat{g} & g  \tag{B14}\\
g & \hat{g}
\end{array}\right)
$$

is the scattering matrix for the slit. $S_{\text {slit }}$ is unitary as it should be. This is a consequence of the projector properties of $g$ and $\hat{g}$,

$$
\begin{equation*}
g^{2}=g, \quad \hat{g}^{2}=\hat{g}, \quad g \hat{g}=\hat{g} g=0 \tag{B15}
\end{equation*}
$$

following immediately from the definitions (B6) and (B8).

Now we attach the waveguide to our previous billiard. Let us denote the scattering matrix of the billiard, including the waveguide up to the slit, by $S_{0}$, i.e.,

$$
\begin{equation*}
b=S_{0} a . \tag{B16}
\end{equation*}
$$

According to Eq. (A14) $S_{0}$ is given by

$$
\begin{equation*}
S_{0}=e^{\imath K L} \frac{1-\imath G K}{1+\imath G K} e^{\imath K L} \tag{B17}
\end{equation*}
$$

The two additional phase factors $e^{i K L}$ account for the phase shifts acquired by the waves during propagation within the waveguide. Combining Eqs. (B13) and (B16) we obtain

$$
\begin{equation*}
b^{\prime}=S^{\prime} a^{\prime} \tag{B18}
\end{equation*}
$$

where

$$
\begin{equation*}
S^{\prime}=\hat{g}+g S_{0}\left(1-\hat{g} S_{0}\right)^{-1} g \tag{B19}
\end{equation*}
$$

is the scattering matrix for the complete system including billiard, waveguide, and slit. Inserting new expression (B17) for $S_{0}$ into Eq. (B19), we now end up with Eq. (14).
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